ABSTRACT
This paper discusses the basic principles of applying data mining in Electronic Design Automation. It begins by introducing several important concepts in statistical learning and summarizes different types of learning algorithms. Then, the experience of developing a practical data mining application is described, including promises that are demonstrated through positive results based on industrial settings and constraints explained in their respective application contexts.
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1. INTRODUCTION
Electronic Design Automation (EDA) has become a major application area for data mining in recent years. In design and test processes, tremendous amounts of simulation and measurement data are generated and collected. These data present opportunities for applying data mining.

Many EDA problems have complexity that is NP-hard or beyond (e.g. #P). In theory, data mining does not make an NP-hard problem easier. For example, the power of "learning" is limited that "learning" a 3-term DNF formulae by itself is NP-hard [1]. This raises the fundamental question: If not for solving a difficult EDA problem, what problems is data mining good for in EDA?

Before jumping into an answer, we should first consider a more fundamental question: What is learning? The NP-hard learnability result for 3-term DNF is based on the Probable Approximately Correct (PAC) learning model [2], which was intended to define the concept of learnability in supervised learning. In a PAC learning, the learning result is guaranteed by two parameters (1) \(0 < \delta < \frac{1}{2}\); that the learning algorithm with \(1 - \delta\) probability will output the desired result (Probable) and (2) \(0 < \epsilon < \frac{1}{2}\); that the desired result has an error bounded by \(\epsilon\) (Approximately Correct).

In other words, if one desires to simultaneously guarantee the success rate and the result quality of the learning, then the learning problem can be hard.

In practice, one basic principle for avoiding this hardness can be to formulate a problem such that the simultaneous guarantee is not required. For example, the work in [3] shows that if one only seeks for good results without guarantee, learning a Boolean function with a high percentage of accuracy can be quite feasible.

While the computational learning theory addresses learning from the computational complexity perspective [1], the statistical learning theory developed by V. Vapnik [4] provides the necessary and sufficient conditions for a learning process to asymptotically guarantee its performance.

In almost all EDA applications, one has to assume that the data is somewhat limited. With limited data, it is likely that the data has not yet reflected the total complexity of the underlying behavior one seeks to model. In this case, the learning problem can be viewed as choosing the best model for the given data [1]. However, due to incomplete information, the best model may not be good enough.

To provide the missing information to a learning machine, domain knowledge is required. In fact, the learning theories tell us that some knowledge is always required for learning, i.e. "Learning = Data + Knowledge." The question is how much. In learning theories, one desires to use as little knowledge as possible - to make the theories as general as possible. In a practical EDA application, however, the question for a learning task is often about finding an optimal tradeoff between the need for the data and the need for the knowledge.

Before jumping into an answer, we should first consider a more fundamental question: What is learning? The NP-hard learnability result for 3-term DNF is based on the Probable Approximately Correct (PAC) learning model [2], which was intended to define the concept of learnability in supervised learning. In a PAC learning, the learning result is guaranteed by two parameters (1) \(0 < \delta < \frac{1}{2}\); that the learning algorithm with \(1 - \delta\) probability will output the desired result (Probable) and (2) \(0 < \epsilon < \frac{1}{2}\); that the desired result has an error bounded by \(\epsilon\) (Approximately Correct).

In other words, if one desires to simultaneously guarantee the success rate and the result quality of the learning, then the learning problem can be hard.

In practice, one basic principle for avoiding this hardness can be to formulate a problem such that the simultaneous guarantee is not required. For example, the work in [3] shows that if one only seeks for good results without guarantee, learning a Boolean function with a high percentage of accuracy can be quite feasible.

While the computational learning theory addresses learning from the computational complexity perspective [1], the statistical learning theory developed by V. Vapnik [4] provides the necessary and sufficient conditions for a learning process to asymptotically guarantee its performance.

In almost all EDA applications, one has to assume that the data is somewhat limited. With limited data, it is likely that the data has not yet reflected the total complexity of the underlying behavior one seeks to model. In this case, the learning problem can be viewed as choosing the best model for the given data [1]. However, due to incomplete information, the best model may not be good enough.

To provide the missing information to a learning machine, domain knowledge is required. In fact, the learning theories tell us that some knowledge is always required for learning, i.e. "Learning = Data + Knowledge." The question is how much. In learning theories, one desires to use as little knowledge as possible - to make the theories as general as possible. In a practical EDA application, however, the question for a learning task is often about finding an optimal tradeoff between the need for the data and the need for the knowledge.

Data availability and knowledge availability are therefore key considerations that impact the formulation of a data mining application in EDA. Data availability concerns the information content of the data for the learning result to show some statistical significance. Almost all applications in EDA demand time-sensitive solutions. Hence, one may not have the time to wait for more data. In some cases, collecting more data can also be expensive or prohibited.
In an application, domain knowledge can be applied in: (1) formulating a learning task simple enough for the learning to be effective and (2) judging the quality of the learning result. The first relaxes the demand for more data and the second relaxes the need for guaranteed learning result.

For a data mining application in EDA to be useful, it has to provide added value to the existing tools and methodologies. This does not mean that a data mining approach has to out-perform an existing approach to be useful. This more often means that a data mining approach has a clear complementary value to the existing approach. This also often means that data mining is not used as a sole approach to solve a problem, but more as an approach to assist other tools or to assist an engineer to solve the problem.

Introduction of a data mining flow should make a target task easier for its user, not harder. For example, a user should not be spending more time and effort on preparing the data and interpreting the mining results than solving the problem using an existing flow. From this end, designing an effective usage model is crucial. This includes effective presentation of the mining results to facilitate user interaction and decision making.

Applying data mining to an EDA problem begins with a proper problem formulation. This often means developing a novel methodology such that data mining tools can be applied effectively. The problem formulation and methodology development determine what specific problems are to be solved by the data mining tools and hence, determine the overall effectiveness of the data mining approach.

In summary, a data mining methodology can be designed by considering several principles: (1) It does not always require guaranteed results from a data mining tool for the methodology to be useful and effective, (2) The required data is either readily available or the time and effort to collect the data are acceptable, (3) It provides added value to the existing tools and methodologies, and (4) It does not impose more engineering effort for solving the problem than that required without taking the data mining approach.

2. LEARNING ALGORITHMS

Figure 1 illustrates a typical dataset seen by a learning algorithm. When $\hat{y}$ is present and there is a label for every sample, it is called supervised learning. In supervised learning, if each $y_i$ is a categorized value, it is a classification problem. If each $y_i$ is modeled as a continuous value, it becomes a regression problem.

When $\hat{y}$ is not present and only $X$ is present, it is called unsupervised learning. When some (usually much fewer) samples are with labels and others have no label, the learning is then called semi-supervised.

A typical assumption to the $x$’s values is that they are continuous values. If $x$’s are binary, for example, then the learning is closer to that studied in computational learning [1] than that in statistical learning [4].

Note that in some learning problem, the $y$ can be multivariate as well. Hence, instead of $\hat{y}$, the right hand side can be a matrix $Y$. For example, the partial least square regression is designed for regression between two matrices. Canonical correlation analysis is a multivariate correlation analysis applied to a dataset of $X$ and $Y$ (see, e.g. [5]).

2.1 Basic ideas in learning

Take classification as an example. There can be four basic ideas to design a learning algorithm: (1) Nearest neighbor (2) Model estimation (3) Density estimation and (4) Bayesian inference.

![Figure 2: Nearest neighbor vs. model based](image)

For example, Figure 2 depicts a simple classification problem in a two-dimensional space. The basic principle for nearest neighbor is that the category of a point (red or blue) can be inferred by the "majority" of data points surrounding it. Then, the trick is in how to define "majority" (see, e.g. [6]).

In a model based approach, one begins with assuming a model. For example, in binary classification one can assume a linear hyperplane to separate the two classes. A linear hyperplane in an $n$-dimensional space can be modeled as a linear equation with $n + 1$ parameters. For example, in the figure the linear model can be modeled as $M(f_1, f_2) = w_1 f_1 + w_2 f_2 + b$ where $w_1, w_2, b$ are parameters to be estimated based on the data.

The assumed model can be complex. For example, a neural network model may contain multiple hidden layers where the parameters are based on a collection of linear equations. The assumed model does not have to be an equation. For example, the model can be a tree [7], a collection of trees [8], or a collection of rules [9]. In a model based approach, the learning algorithm is specific to the underlying model structure it assumes.

The third basic idea is to estimate the probability distribution of a class. For example, for each class of data points shown in Figure 2, one can estimate its probability distribution as a two-dimensional normal distribution, i.e. the red samples with mean $\mu_1$ and covariance $\Sigma_1$ as $N(\mu_1, \Sigma_1)$ and the blue samples as $N(\mu_2, \Sigma_2)$. Then, the decision function for a new sample $x$ can be stated as:

$$D(x) = \log \frac{\text{Prob}(x \text{ based on } N(\mu_1, \Sigma_1))}{\text{Prob}(x \text{ based on } N(\mu_2, \Sigma_2))}$$

(1)

Equation 1 is the basic idea of discriminant analysis [6]. Of course, the probability density estimation can be more general than assuming a normal distribution (e.g. [11]).

The fourth idea is following the Bayes’ rule. Let $\vec{x}$ be an input sample to be predicted. The Bayes’ rule states that:

$$\text{Prob}(\text{class}|\vec{x}) = \frac{\text{Prob}(\text{class}) \cdot \text{Prob}(\hat{y}|\text{class})}{\text{Prob}(\hat{y})} = \frac{\text{prior} \cdot \text{likelihood}}{\text{evidence}}$$

Assume that sample occurrence is uniformly distributed. Then, $\text{Prob}(\hat{y})$ is a constant. $\text{Prob}(\text{class})$ can be estimated by counting the number of samples in each class. Hence, the only term left to be estimated is the likelihood.
In naive Bayes classifier, it is assumed that all features are mutually independent. Hence, \( \text{Prob}(\text{class}) = \text{Prob}(x_i | \text{class}) \text{ Prob}(x_2 | \text{class}) \ldots \text{ Prob}(x_n | \text{class}) \). Each \( \text{Prob}(x_i | \text{class}) \) is estimated using the \( f_i \) column of the dataset in Figure 1.

In practical application, the mutual independence assumption rarely holds. Hence, more sophisticated algorithms are designed to explore the mutual dependence among the features (see, e.g. [10]).

### 2.2 Learning space and kernel methods

A learning algorithm design can be based on more than one of the basic ideas discussed above. Nevertheless, there is one important issue that is not yet covered in the basic ideas - the space for carrying out the learning.

In Figure 2, the space is defined with two features \( f_1 \) and \( f_2 \). Typically, these are the input features provided with the dataset like Figure 1. However the fact that they are given as inputs does not mean that the space they define is necessarily good for applying a particular learning algorithm.

In kernel based learning (see, e.g. [11][12]), the learning algorithm and the learning space definition are separated. In the learning, a kernel function \( k() \) is used which measures the similarity between any pair of samples \( \vec{x}, \vec{x}' \) as \( k(\vec{x}, \vec{x}') \).

A kernel function implicitly defines the learning space. This is called the “kernel trick.”

To see how the kernel trick works, consider the simple binary classification example shown in Figure 3. In the input space where the data samples are provided, the two classes of samples are not linearly separable. However, one can define a kernel as \( k(\vec{x}, \vec{x}') = \langle \Phi(\vec{x}), \Phi(\vec{x}') \rangle \) where \( \langle \cdot, \cdot \rangle \) denotes the dot-product of the two vectors.

Let \( \Phi \) be a mapping function that for a sample \( \vec{x} \), \( \Phi(\vec{x}) = (x_1^2, x_2^2, \sqrt{2} x_1 x_2) \). In other words, \( \Phi \) maps a two-dimensional vector \( \vec{x} \) into a new three-dimensional vector. We call the space defined by \( \Phi \) the feature space.

In kernel based learning, a learning algorithm relies on the \textit{kernel function} provided by a kernel function to compute its learning model. Because \( X \) is not directly used, the samples do not have to be represented as vectors like that shown in Figure 1. As long as the kernel function \( k() \) can be defined, the samples can be represented in any form.

Kernel based learning provides great flexibility to enable the application of data mining in EDA, especially when the data to be learned is not provided in matrix form like Figure 1. For example, in assessing the variability of a layout, each sample exists simply as a piece of layout image (see, e.g [13]). With a proper kernel, one does not need to explicitly convert a layout piece into a vector. As another example, in assessing the effectiveness of a functional test for processor verification, each sample (functional test) exists as an assembly program. To apply a learning algorithm to identify novel programs, one defines a kernel to measure the similarity between two assembly programs [14].

### 2.3 Overfitting, model complexity and SVM

In plain terms, overfitting is the situation where a learning model performs very well on the training data (data used to build the model) but not as well on the future data (or validation data - data not used in the learning).

In statistical learning theory [4], the concept of overfitting can be understood in view of the model complexity. This is depicted in Figure 5.

Consider the example in Figure 3 again. Suppose the learning algorithm is fixed and assumes a linear model. A linear model cannot separate the two classes in the input space. Hence, such a model would misclassify many training samples. In the feature space, however, a linear model can perfectly separate the two classes, resulting in no error.

The linear model in the feature space is more "complex" than the linear model in the input space because the feature space has a higher dimensionality and also each feature is more complex (to compute). From this simple example, we see that by increasing the \textit{complexity} of a model, the error on the training samples can be reduced.
Figure 5 illustrates that by employing a more complex model, the training error can always be reduced, i.e. a more complex model fits the training data better.

The performance on the validation samples is different. At some point when the model complexity is too high, even though the training error can continue to improve, the validation error will start to increase. When this happens, the model has *overfitted* the training data.

Given Figure 5, there are two fundamental ideas to avoid the overfitting [6]. The first idea is to predefine a model structure with a limited complexity and then try to minimize the training error. A model based learning discussed in Section 2.1 like Neural Networks follows this basic idea. The second idea is to make no assumption to limit the model complexity (e.g. VC dimension [4]) and try to find the minimal complexity model to fit the data.

The popular Support Vector Machine (SVM) family of learning algorithms follow the second idea [6][11]. An SVM learning model is of the form:

\[
M(\vec{x}) = \sum_{i=1}^{m} \alpha_i k(\vec{x}, \vec{x}_i) + b.
\]

where \(\vec{x}_1, \ldots, \vec{x}_m\) are the training samples. Each \(k(\vec{x}, \vec{x}_i)\) is the similarity between the new input \(\vec{x}\) (to be predicted) and the training sample \(\vec{x}_i\). Each \(\alpha_i \geq 0\) denotes the importance of the sample \(\vec{x}_i\) in the computation of the model. The model \(M()\) can be seen as a weighted average similarity between \(\vec{x}\) and all training samples where the weights are determined by the \(\alpha_i\)'s. In SVM, the model complexity can be measured as \(C = \sum_{i=1}^{m} \alpha_i\).

Let \(E\) denote the training error. An SVM algorithm tries to minimize the objective of the form \(E + \lambda C\). This is called *regularization* and \(\lambda\) is a *regularization constant* [11]. Hence, in Figure 5 the overfitting is avoided by controlling the complexity of the model with \(\lambda\). Regularization is not specific to SVM. In many modern learning algorithms, the regularization is applied to avoid overfitting [11].

### 2.4 Types of learning algorithms

SVM algorithm [11], tree based algorithms [7][8] and neural networks [6] are popular choices for classification problems. In practice, one may encounter the issue of imbalance dataset where there are much more samples from one class than from the other. Techniques were proposed to rebalance a dataset [15]. However, if the imbalance is quite extreme, rebalancing will not solve the problem. In those cases, it is no longer a typical classification problem.

For example, to learn a model to predict customer returns, one usually encounters a dataset where there are only a few customer returns and millions of passing parts [16]. Given an extremely imbalanced dataset, the problem becomes more like a feature selection problem [17][18] than a traditional classification problem.

For regression, there are many types of algorithms, including the straightforward nearest neighbor algorithm [6], the least square fit (LSF) [6], the regularized LSF [6], SVM regression (SVR) [11] and Gaussian Process (GP) [19]. For example, the work in [20] studied these five types of regression algorithms in the context of learning a model to predict the maximum frequency (Fmax) of a chip.

Clustering is among the most widely used unsupervised learning methods in data mining. Popular algorithms for clustering include, K-means, Affinity propagation, Mean-shift, Spectral clustering, Hierarchical clustering, DBSCAN, etc. (see, e.g. [21]). Clustering is easy to apply but the result may not be robust. The performance of a clustering algorithm largely depends on the definition of the learning space in which the samples are clustered.

Novelty detection is another widely applied unsupervised learning method. Novelty detection looks for *outliers* in a set of samples. The one-class SVM is a popular choice for novelty detection [11]. However, the performance of the method can largely depend on the kernel function in use.

Principal Component Analysis (PCA) [22] and Independent Component Analysis (ICA) [23] are popular data transformation methods. For example, PCA can be useful for reducing the dimensionality of a dataset by transforming a high-dimensional matrix into a low-dimensional matrix. PCA explores correlations among the input features to extract *uncorrelated* new features called *principal components*. ICA is similar to PCA except that instead of looking for uncorrelated components, ICA looks for (statistically) independent components. Both PCA and ICA have found applications in test data analysis [24][25].

Classification rule learning such as the CN2-SD algorithm [9] is applied for supervised learning. A rule learning algorithm uncovers rules where each rule tries to model a subset of samples in a given class. Rule learning in unsupervised context is called *association rule mining* [26]. In those applications, an algorithm tries to uncover frequent patterns (represented as rules) in the dataset.

### 3. APPLICATION EXAMPLES

In a design process, the design evolves over time. Consequently, functional verification is an iterative process where extensive simulation is run on a few relatively stable design versions. In this context, data mining can be applied to reduce simulation time and improve coverage. For example, Figure 6 shows two places that data mining can be applied in a constrained random processor verification environment. Here a test is a sequence of instructions.

![Figure 6: Two places to apply data mining](image-url)

The work in [14] implemented the novel test selection idea proposed in [27] in a processor verification environment. The idea is to learn a novelty detection model based on the tests that have been simulated and use the model to filter out redundant tests coming from the constrained-random test generator (“randomizer”). The work in [14] uses the one-class SVM algorithm [11] for novelty detection model building. However, the real challenge in the implementation is not in the learning algorithm, but in developing a proper kernel evaluation software module [14].

Figure 7 shows a typical result observed in this application. Without the novel test selection, all tests coming out of the randomizer would be simulated. In this case, it took more than 6K tests to reach the maximum coverage for the unit under test (this was for the load-store unit; see [14]). With the novel test selection, only 310 tests would be simulated to reach the same coverage. The saving is 95%, or...
Table 1: Coverage improvement after learning

<table>
<thead>
<tr>
<th>Stage</th>
<th># of tests</th>
<th>( A_0 )</th>
<th>( A_1 )</th>
<th>( A_2 )</th>
<th>( A_3 )</th>
<th>( A_4 )</th>
<th>( A_5 )</th>
<th>( A_6 )</th>
<th>( A_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>400</td>
<td>10</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1st learning</td>
<td>100</td>
<td>3</td>
<td>111</td>
<td>10</td>
<td>10</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2nd learning</td>
<td>50</td>
<td>72</td>
<td>79</td>
<td>74</td>
<td>97</td>
<td>97</td>
<td>96</td>
<td>87</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 depicts a typical result. In this case, the original test template provided by the engineer was instantiated to 400 tests by the randomizer. On coverage points \( A_0 \) to \( A_7 \), only \( A_0 \) and \( A_4 \) received some coverage (\# of cycles the coverage point was hit). Learning from the special tests hitting \( A_0 \) and \( A_4 \) resulted in rules used to improve the test template. The new test template was instantiated to 100 tests to achieve the coverage result shown in the row "1st learning." The new tests were added to the data for learning again. Then, the further improved test template was instantiated to 50 more tests. As we see in the row "2nd learning," all points were covered with high frequencies.

Figure 8 depicts the setup in [13] to apply data mining in layout variability prediction. Using lithography simulation as golden reference, the data comprises a set of good layout samples and a set of bad layout samples. The work applied both SVM binary classification and one-class SVM to learn from the data. The goal is to construct a model \( M \) that can be used for fast layout variability prediction. Similar to the work in [14], the real challenge in this implementation was developing an effective kernel. The work in [13] used the the Histogram Intersection (HI) kernel.

Figure 8: Data mining in litho. sim. context

Figure 9 shows a result to compare the prediction accuracy of the model \( M \) to the lithography simulation. Most of the high variability areas identified by the simulation were correctly identified by the learning model \( M \).

Design-silicon timing correlation (DSTC) is another application area where data mining techniques were used [29][30]. In DSTC, the objective is to understand why the timing of a path observed on silicon is different from that predicted by a timer. The work in [31] applied a feature-based rule learning framework to analyze the speed-limiting paths that were not predicted by the timer as the top (12K) critical paths. It was shown that the learning approach could uncover design features causing the design-silicon mismatch [31].

Figure 10 shows a result of applying a similar data mining methodology. The left plot shows two clusters of paths: those whose silicon timing is faster than the predicted timing and those whose silicon timing is slower. These paths belong to the same design block and the mismatch result was totally unexpected. The right shows a learning rule uncovered by the methodology. This rule basically says that if the path contains a large number of layers-4-5 and layers-5-6 vias it would be a slow path. Later it was confirmed that the issue causing the slow paths occurred on metal layer 5.

Figure 11 shows a latest result based on the data mining methodologies suggested in [16][32]. Plot (1) shows how a return is learned and projected as an outlier in a 3-dimensional test space. Plot (2) shows how the outlier model, when applied, could have captured another return manufactured several months later. Plot (3) shows how the same model, when applied, could have identified three returns as outliers from a sister product line manufactured one year later.

4. DIFFICULT CASE FOR DATA MINING

In contrast to the promising results discussed above, Figure 12 depicts a scenario where data mining might not help. This is in the context of removing tests for test cost reduction [33]. In the two plots, our primary interest was to ask the question: could we drop test A and test B? The left plot shows, based on test data from 1M chips, that all chips that failed test A were outside the test limit bounding box defined by tests 1 and 2 - i.e. all test A fails were

![Figure 9: Fast prediction of variability](image-url)

![Figure 10: Diagnose unexpected timing paths](image-url)

![Figure 11: Modeling customer returns](image-url)
also captured by test 1 or test 2. Moreover, the measured values of test A across the 1M chip are 0.97 correlated to those of test 1 and 0.96 correlated to those of test 2. Hence, based on the data of 1M chip, a data mining method would suggest to drop test A "safely." Similar situation applied to test B on the right. Both were reasonable results.

It turned out that in the next 0.5M chips, there were chips (yellow dots) that failed test A, but not test 1 nor test 2. Same situation occurred for test B. Therefore, if one demands to learn a model from the 1M chip data with a guarantee of, say, ≤ 1 test escape (escapes as the yellow dots) in the next 0.5M chips, the problem becomes very difficult.

5. KNOWLEDGE DISCOVERY

In practice, data mining is often used for knowledge discovery to uncover interpretable and/or actionable knowledge [34]. For knowledge discovery, the involvement of domain knowledge is almost always necessary. Further, the data mining process is iterative, where results from each iteration are (manually) evaluated to adjust the mining in the next iteration. In a data mining methodology, domain knowledge can be incorporated in two places: (1) In kernel based learning, the domain knowledge can be incorporated into the kernel module (e.g. [13][14]). (2) In feature-based learning, the domain knowledge is incorporated into the definition of the features (e.g. [31]). Our experiences show that the challenges in practical implementation are often related to the kernel or feature development, while choosing an existing learning algorithm to apply is relatively easy.

Our experiences also show that for practical success it is essential to develop a methodology to define mining problems where data mining techniques can be applied effectively. As illustrated in Section 4, if a problem formulation demands a stringent and guaranteed result, data mining might no longer be suitable for the application.
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