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Abstract— Traditional diagnosis of defects is based on an as-
sumed fault model. A failing chip is diagnosed to find the subset
of faults that can best explain the failure. This paper illustrates
a link between this traditional perspective of diagnosis and a new
perspective where diagnosis is seen as a form of data learning. We
explain that both defect diagnosis and data learning are solving
so-called ill-posed problems and the technique for solving such a
problem is called regularization. We illustrate a diagnosis frame-
work that employs various data learning techniques to implement
two diagnosis approaches: feature ranking and rule extraction.
This diagnosis framework is designed to uncover design-related
issues that cause systematic uncertainties or any unexpected be-
havior in silicon. We review the work that has been accomplished
for implementing this framework and further discuss issues with
its practical application.

I. DESIGN FOR REALITY

As manufacturing technologies continue to scale, diverse
trends can be observed in today’s IC design industry: (1) For
a high-volume high-performance design company, the grow-
ing concern has been on the issue of low manufacturing yield.
Such a company collects millions of failing parts each quar-
ter and urgently needs a framework that can efficiently analyze
vast amount of silicon test data. (2) For a high-performance
microprocessor company, there has been increasing burden on
the post-silicon debug and diagnosis. Such a company tra-
ditionally relies on multiple silicon steppings [1] for perfor-
mance yield optimization after the first tape-out. They demand
a new framework that can complement traditional debug and
diagnosis and improve the effectiveness of each silicon step-
ping. (3) For a typical ASIC design house where tens of de-
signs are produced each year, the issue of low yield is reflected
in the increase of design margins. While the advancement into
the next technology node can bring benefits on power and die
size, managing design margins to achieve high enough yield
has become very challenging. The framework required is for
avoiding over-design, which in turn translates into better chip
performance, lower design cost, and earlier time-to-market.

Low yield can be seen as a result of the increased vari-
ability (systematic variations) and uncertainty (random varia-
tions) from manufacturing process and design-related sources
[2, 3, 4, 5, 6, 7]. Variability and uncertainties degrade pre-
dictive effectiveness of models and simulation tools on actual
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silicon behavior. The three trends above, although presented
differently, can all be seen as results of reduced predictability.
This motivates the development of new tools and methodolo-
gies that can help achieve design for realty.

An intuitive approach to achieve design for realty is to im-
prove predictability of key models and/or simulation design
tools used in today’s design flows. Figure 1 illustrates the
challenge of adopting this approach in practice. When low
yield is observed, there can be an enormous number of poten-
tial reasons from different sources, or combinations of sources
at different stages of a design process [8]. For a particular de-
sign, the most relevant reasons can be quite diverse and highly
depend on the design and/or design methodology. Usually, a
point solution is developed by improving a particular model
(for example, cell model [9]) or a particular design tool (for
example, SSTA [10, 11]). However, without knowing what the
most important contributors to low yield are, it is difficult for
a company to prioritize their design resources and adopt the
most effective point solutions for yield optimization.
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Fig. 1. Too many factors potentially affect yield

To prioritize design resources, one desires to know the few
most relevant reasons contributing low yield. This information
typically comes from the post-silicon debug/diagnosis/yield
learning stage. Traditional debug/diagnosis techniques, how-
ever, are optimized for analyzing manufacturing defects on in-
dividual failing parts [12, 13]. The results are mostly fed back
to the process. When applying these techniques to find design-
related issues, their effectiveness to analyze vast amount of
failing data and to search in an enormous hypothesis space
consisting of factors from multiple design stages can be lim-
ited.

Given a large database (design and test data), searching for
hypotheses in an enormous space to best explain the data, is
commonly formulated as a data learning problem. This moti-
vates us to approach the diagnosis problem from a data learn-
ing perspective.
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Fig. 2. Data learning to achieve transduction diagnosis

Figure 2 illustrates a comparison between the traditional di-
agnosis approach and the proposed data learning based diag-
nosis. A traditional approach consists of two main steps in
the diagnosis process: induction and deduction. From a mass
amount of test data, on every failing chip logic diagnosis is first
applied to narrow down to the circuit elements (gates and/or
nets) that may potentially cause the failure. This information
is aggregated to identify the most common failure signatures.
For example, a particular net is the suspect for failing a large
number of chips. The common signatures and selected rep-
resentative failing chips are sent for root cause analysis, such
as physical debug to identify the root causes. Once these root
causes (hypotheses) are found, they are sent for manual inspec-
tion and/or simulation for validation. Once they are confirmed,
design fixes are generated and applied.

From test data to root cause analysis is an induction process
where the inference is frequency based, i.e. if the same thing
occurs many times, it is more important and likely to be the
truth. From root causes to design fixes is a deduction process
where design fixes are deduced from the premises embodied in
the hypotheses. The bottleneck in such a diagnosis approach
is getting to the root causes. It is well known that root causing
can be tedious and expensive. As a result, only the most im-
portant (and most frequent) information in the test data would
eventually translate into design fixes. Other information is lost
in the diagnosis process.

If our ultimate goal is to find fixes, it may be desirable to
find fixes directly from the data without going through the root
causing step (and hence avoiding the most expensive step in the
induction-deduction diagnosis paradigm). We call such an ap-
proach transduction diagnosis [14] (The word ”transduction”
was used in [14] to characterize the modern non-parametric
learning paradigm similar to the concept illustrated in Fig-
ure 2). The idea of transduction diagnosis is ”direct inference”
by learning these fixes directly from the data without know-
ing the physical reasons behind the fixes. In other words, such
fixes are entirely ”data driven.” By skipping the root causing
step, transduction diagnosis can be more effectively applied in
practice and demands less resources.

The rest of the paper is divided into four sections. Sec-
tion II draws the link between traditional logic diagnosis and
data learning through the notion of the ill-posed problem which
is closely related to the concept of diagnosis resolution well
studied in traditional logic diagnosis. Section III explains how

data learning can be employed to implement a diagnosis frame-
work consisting of two diagnosis approaches: feature ranking
and rule extraction that can be achieved with various learning
techniques. Section IV discusses our experience with various
learning algorithms in applying the diagnosis framework. Sec-
tion V describes a few scenarios where the proposed diagnosis
framework has been applied and discusses practical consider-
ations encountered. Finally, section VI concludes.

II. DIAGNOSIS AND LEARNING

In diagnosis, we are given with two set of data, one dataset P
describing predicted behavior and the other dataset M describ-
ing measured behavior where P �= M. Typically, the dataset P
is obtained by simulating a pattern set T . The dataset M is ob-
tained by applying T on the chip(s) to be diagnosed. The job
is to find the best explanation for why P �= M. In logic diag-
nosis, P and M can each be seen as an n×m-bit vector of 0/1
values, where n denote the number of patterns and m denote
the number of scan flip-flops.

To explain the mismatch, a traditional approach starts with a
fault model F consisting of n possible faults { f1, . . . , fn}. Let
F = 2F −φ be the set of all subsets of F, excluding the empty
set φ. Each subset f ∈ F is a possible explanation for the
outcome. Hence, there can be in total 2n −1 different explana-
tions.

Let A denote the simulation of the design. We use A ◦ f to
denote the resulting dataset (vector) of fault simulation based
on the subset f . Hence, A ◦ φ = P, denotes the result of good
design simulation. Then, we can write the diagnosis problem
as finding the explanation f to ”best” solve the following equa-
tion (or equivalently, we can express it as A◦ f = P−M if we
view A as the simulation to compute the difference between the
good design and the faulty design):

A◦ f = M, for f ∈ F (1)

To determine which explanation is the best, we need a way
to evaluate the fitness of an explanation. We can define a loss
(or error) function. For example, a loss function can be written
as the following:

R( f ) =‖ A◦ f −M ‖2 (2)

In logic diagnosis, A ◦ f and M are bit vectors. R( f ) there-
fore measures the square distance between the explained vector
A◦ f and the measured vector M. When each bit has only two
possible values, 0 and 1, R( f ) essentially counts the number
of bits that cannot be explained by f , i.e. with fault f , can-
not explain the difference between P and M. With such a loss
function, the best f can be the one that minimizes R( f ).

A. Diagnosis resolution

Once a loss function is defined, finding f to minimize R( f )
is an intuitive strategy. Such a f is typically called a “best-fit”
answer to the dataset. However, there is a fundamental issue
with this strategy: The best-fit answer to a dataset may not
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always be the correct answer. This is because the dataset may
not be “complete.”

In traditional logic diagnosis, the completeness of a dataset
is captured in the notion of diagnosis resolution [15]. With a
logic fault model such as a single stuck-at fault model, diagno-
sis resolution of a dataset (or of a test pattern set) can be well
defined [15]. In that sense, one can decide if a given dataset
allows diagnosis to pin-point to a particular fault. If the di-
agnosis resolution is not high enough, one may only be able
to diagnose to a subset of faults and among these faults, no
information is available to further distinguish them.

The concept of diagnosis resolution is intuitive in logic fault
diagnosis. First, the fault model is discrete and the set of all
possible answers is enumerable. Under the single fault as-
sumption, suppose we have n faults { f1, . . . , fn} and m test
patterns {t1, . . . ,tm}. One can build a fault dictionary as that
shown in Figure 3. Each entry si j corresponds to the outcome
(or signature) of fault simulation using test pattern t j assuming
that fi occurs. Note that two signatures can be the same even
though the test patterns and/or faults are different.
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Fig. 3. Illustration of a fault dictionary

The diagnosis resolution can be understood using such a
fault dictionary. For every pair of faults fi, f j , if the signa-
tures across the two rows, row i and row j are different at least
with respect to one test pattern, all faults (potential answers)
are distinguishable and hence, the the resolution is the highest.

On a given failing silicon chip, the test patterns result in
outcomes {o1, . . . ,om}. Suppose the underlying defect is really
a single stuck-at fault. Then, each ok matches to one or more
entries in the column below tk, which corresponds to a subset
of faults. The intersection of all these subsets becomes the
answer. If the resolution allows all faults to be distinguishable,
then the answer contains only one fault. Otherwise, the answer
may contain two or more faults.

If we remove the single fault assumption and employ the
same fault model, then we need to consider all possible fault
combinations to be the potential answers. Essentially, this ex-
pands the fault dictionary from n rows to 2n−1 rows. Suppose
the computational cost is not an issue, with such an expanded
dictionary, diagnosis resolution can still be defined.

The notion of diagnosis resolution become not so clear when
the fault model is not enumerable or contains infinite number
of faults. For example, in timing defect diagnosis (or more
specifically in statistical timing defect diagnosis), it becomes

challenging to apply the diagnosis resolution concept [16].
This is because delay is a continuous value. One may bound
this value but it becomes difficult to diagnose to the exact delay
value. Conceptually, faults in such a fault model are not enu-
merable. In this case, one can think that the fault dictionary
has infinite number of rows.

The problem becomes even more challenging if we try to
diagnose not defects but any potential issues that may impact
timing, for example modeling errors, layout issues, issues as-
sociated with a timing sign-off flow, and so on. In such a sce-
nario, one may not even have a clear idea of how to define a
structure of the fault model to begin with.

B. Diagnosis is an ill-posed problem
The diagnosis resolution defined in traditional logic diagno-

sis captures a notion of completeness in a given dataset, i.e.
whether the dataset has enough information to pin-point an ex-
act answer. With a logic fault model and single fault assump-
tion, it is possible to achieve a complete dataset because the
number of possible answers is limited. In general (and in prac-
tice), however, the dataset is incomplete.

With an incomplete dataset, the problem of finding an an-
swer f ∈ F to fit the equation A ◦ f = M becomes ill-posed.
This means that the best-fit answer f , for example by minimiz-
ing the R( f ) in equation (2) can change if M is replace with a
new dataset M′. In other words, there is an inherent instability
in the problem solving process, i.e. the best answer can heavily
depend on the dataset.

Ill-posed problems arise when one tries to uncover unknown
causes from known consequences. The mathematical notion
of ill-posed problem was first formulated in the early 1900s by
Hadamard when solving the operator equation A f = F , f ∈ F
where f and F are continuous functions and A is a mapping
(operator) from functions to functions [14].

C. Solving an ill-posed problem - Regularization
The main issue of solving an ill-posed problem is that we

have only limited information in the data. Hence, in perform-
ing inference, we should not over-fit the data. This is to avoid
having an answer that overly depends on the data. This means
that during the inference process, somehow we need to gen-
eralize the information in the dataset [14]. One way to avoid
over-fitting is to relax from finding the “best” answer fitting
the dataset, i.e. the one that minimizes the loss function R( f ).
This relaxation strategy is called regularization that was pro-
posed in 1960s for solving ill-posed problems. With regular-
ization, instead of minimizing a loss function, one minimizes
a regularized function R∗( f ):

R∗( f ) = R( f )+ γΩ( f ) (3)

where γ is a constant representing the tradeoff between min-
imizing the loss R( f ) and minimizing the regularization func-
tion Ω( f ).

A regularization function is data independent. It character-
izes some property regarding the solution f itself. For exam-
ple, one common way to define Ω() is to measure the complex-
ity of f . With such a regularization function, one is basically
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saying that a simpler answer will be preferred over a complex
answer. For example, if R( fa) = R( fb) and fa is more complex
than fb, then fb is a better answer even though both have the
same loss value.

Once the complexity measure Ω() is chosen, there can be
two strategies to minimize R∗( f ) [14]:

Fixing R( f ) ≈ 0, minimizing Ω( f ) One can fix a target for
R( f ), say R( f ) = 0 and then try to minimize Ω( f ). In
diagnosis, this translates to finding the simplest explana-
tion to almost perfectly fit the dataset, i.e. able to explain
almost every bit difference in the dataset P−M (finding
the lowest-complexity f such that A◦ f ≈ M). For exam-
ple, if one can find an answer with one fault to perfectly
explain the dataset, even though there is another answer
with two faults that can also perfectly explain the dataset,
the two-fault answer is not preferred (assuming one takes
the view that a two-fault answer is ”more complex” than
an one-fault answer).

Fixing Ω( f ), minimizing R( f ) One can fix the complexity of
the answer and then try to minimize R( f ), i.e. finding the
best-fit answer from all possible answers within a given
complexity level. For example, in diagnosis one take the
assumption of single fault occurrence based on a fault
model. This assumption corresponds to limiting the com-
plexity of all possible answers first. In this case, Ω( f )
is a constant because every answer contains a single fault
(assuming that complexity is measured by the number of
faults). Then, the diagnosis problem becomes finding the
best single fault that minimizes R( f ).

With a fault model, the second strategy is more intuitive.
However, by limiting the complexity of all potential answers,
one may not find an answer that explains the dataset well. In
other words, with a pre-defined fault model, we often do not
find a f to achieve R( f ) ≈ 0. In practice, the cause(s) behind
an observed dataset M can be much more complex than what
a fault model is capable of explaining. Hence, by fixing the
complexity measure Ω( f ), although it avoids the over-fitting
issue, one may not find an answer f that is satisfactory.

In diagnosing a large number of failing chips, the second
strategy may result in significant information loss. When many
chips are not explainable by the strategy, people tend to discard
them and focus on those that can be explained.

The first strategy, although not intuitive, is more general for
diagnosis without the limitation of a fault model. Because of
that, it is more suitable for application in situations where a
large number of chips are used in diagnosing timing modeling
errors, tool issues, layout issues, and so on. In this work, we
therefore follow the first strategy. To implement such a strat-
egy, we take the perspective that diagnosis can be seen as a
form of data learning.

D. Link to data learning

To draw the link between diagnosis and learning, we take a
typical regression problem formulation as an example.

In regression, we are given a dataset (X,�y) as shown below
where each yi is the measured result of an unknown function
F(�xi) corrupted by some random noise, i.e. yi = F(�xi) + ξi

where ξi is a random variable that models the noise.
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Fig. 4. Illustration of a regression dataset

Regression estimates a regression function f (�x) = p(y|�x)
which is a conditional probability function such that∫

p(y|�x)dy = F(�x), i.e. the expected value of y given an �x
is F(�x). By letting A be the integral opeation “

∫
”, we can

re-write the problem as finding f (�x) to solve the equation
A f (�x) = F(�x), or simply A f = F that is in the same form as
shown in equation (1) before. Again, the problem is ill-posed.
In particular, the dataset (X,�y) is only a snap-shot of the be-
havior given by F .

Let F = { f1, f2, . . .} be the set (infinite sequence) of regres-
sion functions that we can choose from (In the context of diag-
nosis, this is to say that a model contains an infinite sequence
of potential causes). The reason of having infinite number of
functions, is that we are working in a continuous domain. For
a given f ∈ F , a typical loss function can be defined as:

R( f ) =
m

∑
i=1

||A f (�xi)− yi||2 (4)

Similarly, the regularized function R∗( f ) now becomes:

R∗( f ) = R( f )+ γΩ( f ) (5)

where Ω( f ) measures the complexity of function f . Vapnik
in his celebrated statistical learning theory work [14] explains
how the complexity of a function can be measured. Once
such a measure Ω() is defined, one can search for the lowest-
complexity function that fit the data, i.e. minimizing Ω( f ) con-
strained by R( f ) ≈ 0 (the first strategy discussed above).

To map the regression problem to the diagnosis prob-
lem, consider that �y is a result derived from the measure-
ment data. Each yi corresponds to a silicon measurement.
�xi = (xi1, . . . ,xin) consists of values on a set of n “factors”
(d1, . . . ,dn) that can potentially impact the measurement. Each
di is called a design feature. For example, each design feature
may correspond to some design property. Then, the regression
problem becomes trying to find the best function f that maps a
set of design properties to the measurement result.

Suppose a f can be found such that R( f ) ≈ 0. f can be
seen as an explanation for the result �y in terms of the design
properties. However, such an explanation may not be useful
because it could be hard to look at the function and make some
practical sense out of it. Hence, additional information needs
to be extracted from f . One way to extract such information is
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to rank the features based on f . For example, one can decide
the top 3 design properties that impact the measurement result
the most. These top 3 properties (or features) become the result
of diagnosis which are output to the user. For example, this
approach was employed in the methodology proposed in [17].

III. DATA LEARNING IN DIAGNOSIS
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Fig. 5. Data learning based diagnosis flow

Figure 5 illustrates the data learning based diagnosis flow
discussed above. In this flow, design database and measure-
ment data can be obtained from existing design and test infras-
tructures. Depending on the application scenario, the design
database may consist of such as design netlist, timing model,
layout information stored as Lef/Def, timing constraints, RC
table, STA timing report, and so on. Measurement data may
consist of for example, measured delays for a set of paths
across a set of chips. There are four new components to enable
the diagnosis flow: extracting relevant features, feature value
encoding, diagnosis question encoding, and data learning.

A. Extraction of relevant features

Design databases are complex, containing all information
on a design and its design process. Given a set of measure-
ment data, not all design features are relevant. For example,
some cells are not used in the circuit to be analyzed. Extract-
ing relevant features is the first step to narrow down the search
space for the diagnosis. This step can be based on a manually-
defined feature scheme. For example, the work in [18] de-
fines features in terms of cells and wires. The work in [17]
gives a more comprehensive list of features dividing into five
categories: cell-based, interconnect-based, location-based, dy-
namic effects, and tool-related effects. Other features can be
defined. For example, one can define features to capture the
different characteristics between a data path and its clock path,
such as the difference between the number of low-vt cells used
on the two paths.

In the ideal situation, relevant features should be automati-
cally extracted from the database given the measurement data.
However, such a tool is still under development.

B. Feature value encoding

Given n features {d1, . . . ,dn}, for each measurement i, the
values of the features, xi1, . . . ,xin need to be computed. Each
measurement corresponds to a portion of a circuit with some
measurement condition. Hence, typically these features de-
scrib the characteristics of the circuit and the condition. De-
pending on the feature, the value can mean different things.

For example, a feature may describe the slew rate while an-
other may describe the load. Hence, their values need to be
treated differently. For example, the work in [17] discusses the
use of different kernel functions to interpret different types of
features in the learning.

C. Diagnosis question encoding

Given the measurement data, one needs to form a diagno-
sis question. This is straightforward if there are clearly two
classes of measurements, for example the class that contains
all measurements within the expected values and the class out
of the expected range. In other scenarios, more analysis needs
to be done to capture “abnormal behavior”.

For example, m measurements t1, . . . ,tm can correspond to
the measured delays on m paths. Suppose their predicted de-
lays are p1, . . . , pm, respectively. We can let yi = pi − ti for
1 ≤ i ≤ m. Then, the diagnosis question should ask why pre-
dicted delays are not the same as measured delays. While di-
agnosis for inaccurate prediction is intuitive, in practice it is
not the most interesting application.

A more interesting application can be letting yi = 1 if
pi − ti ≥ 0 and yi = 0 if pi − ti < 0. In this case, the data is
divided into an over-estimation class and an under-estimation
class where measurements fall into the over-estimation class
are considered as normal. Typically, one should see far more
measurements falling into the over-estimation class than the
under-estimation class. The diagnosis is then asking why
under-estimation occurs.

The two-class example may not always be applicable in
practice. For the two-class diagnosis question to make sense,
the predicted and measured delays have to be based on the
same environmental conditions (ex. temperature and voltage,
etc.). In practice, measured data may not correspond exactly to
any of the timing sign-off corners. In that case, the two-class
diagnosis question described above becomes less meaningful.
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Fig. 6. An example of measurement-prediction data plot

Figure 6 illustrates an example where measured delays are
plotted against predicted delays. In this plot, all measurements
under the 45◦ line are in the under-estimation class based on
the definition above. However, this mismatch may be due
to that timing analysis used to generate the predicted delays
was run at the nominal corner rather than a worst-case corner.
If running at a worst-case corner, many points in the under-
estimation class can be moved to the over-estimation class.
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Given such a plot, one interesting question to ask is not why
under-estimation occurs, but for example, why there are two
clusters of data. Note that this trend is independent of the no-
tions of under-estimation or over-estimation (the 45◦ line has
no meaning here). Another interesting question can be asked
is regarding why the three outliers occur. For example, out-
lier 1 represents the most under-estimation case, relative to all
other measurements. One can ask the question what causes the
outlier to happen. This can still be seen as a two-class problem
where one class contains all points but the outlier and the other
class contains only the outlier.

The example in Figure 6 shows that in general, one can try to
diagnose the reason behind an unexpected trend (such as two
clusters) or the reason behind extremely unexpected behavior
(such as outliers). This is possible even when the environmen-
tal condition in measuring the data is slightly different from
the sign-off condition in the timing analysis flow and hence,
extends the applicability of the diagnosis flow.

D. Two types of data learning for diagnosis purpose

After the above three steps, data from design database to-
gether with test measurement data are formatted into a dataset
(X,�y) as shown in Figure 5 above. Various learning techniques
may be applicable at this point. Typically, one can perform two
types of learning on the dataset, depending on the characteris-
tic of the dataset and the application scenario.

Feature ranking As mentioned before, feature ranking is
used to identify the top features that are most relevant
to the diagnosis question. In feature ranking, the learn-
ing problem is either formulated as a regression problem
[17] or a classification problem [18]. If it is a classifi-
cation problem, there should be enough samples in each
class for meaningful learning to take place. If one class
contains very few samples, for example only one sample,
then the rule extraction described below is more appropri-
ate.

Rule extraction Sometimes, knowing the top features may
not be enough. One desires to diagnose to a more explicit
answer. In other occasions, the size of measurements in
the two classes of data differ significantly, producing a
very unbalanced dataset. In such application scenarios,
rule extraction can be applied.

The main body of a rule is a combination of features. For
example, let d1 be a feature denoting the number of a low-
vt AND cell and d2 be a feature denoting the delay on the
clock path calculated by the timing analysis. A rule may
look like ”If d1 ≥ 2 and d2 ≥ 25ps then the path delay
is under-estimated with a probability of 98%”. Given a
dataset, multiple rules are usually extracted because a sin-
gle rule may not be able to explain all behavior reflected in
the dataset, analogous to traditional logic diagnosis using
a multi-fault model when no single fault can fully explain
the data.

IV. EXPERIENCE WITH LEARNING ALGORITHMS

In the field of machine learning, many types of algorithms
have been proposed and studied. Generally speaking, learning
algorithms can be divided into two categories: supervised and
unsupervised. In supervised learning, dataset is given as (X,�y).
In unsupervised learning, only X is given (without�y). For ex-
amples, regression and classification are supervised. Cluster-
ing and association rule mining are unsupervised.

Popular algorithms for supervised learning include Neural
Network and Random Forests [19]. Support Vector Machine
(SVM) [20], and more generally kernel-based learning [21]
emerged to be popular learning paradigms in the past decade
and have been applied widely in many fields. Gaussian Pro-
cess (GP) [22], which can be thought as a Bayesian version of
the SVM approach, gained popularity in recent years as it not
only can learn more effectively but also can provide confidence
estimate of its learning.
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Fig. 7. Supervised learning can be carried out in two directions

Figure 7 illustrates the two directions that a supervised
learning algorithm may carry out. In the horizontal direction,
a supervised learning algorithm may weight the importance of
features. One can look at this as finding the minimum set of
features for building a model. Typically, by picking up the
most important features that influence�y, a better model can be
learned. For example, Random Forests and Gaussian Process
algorithms both are capable of weighting features.

In the vertical direction, samples are weighted based on their
importance. For example, in SVM some samples are weighted
zero, meaning that they contain redundant information for
building the model. These samples become non-support vec-
tors. When analyzing a large number of chips, support vector
analysis can be applied to select the most important chips for
subsequent analysis.

In general, a supervised learning algorithm carry out opti-
mization in either direction or both. For example, SVM is
designed to optimize in the sample direction and usually can
handle a large number of samples (say hundreds of thousands
or millions) with a large number of features (say thousands or
tens of thousands). GP typically is multiple times slower than
SVM because it carries out optimization in both directions.

Consider a learning algorithm that takes a dataset as shown
in Figure 7 and tries to build an almost perfect model for ex-
plaining the dataset, by finding a minimal set of features and a
minimal set of samples. This is the strategy discussed in Sec-
tion II- C before as ”fixing R( f )≈ 0, minimizing Ω( f )” where
the complexity measure Ω() is measured in terms of number
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of features and number of samples. Hence, we see that mod-
ern learning algorithms such as SVM and GP both follow this
strategy.

A learning algorithm such as SVM and GP build a model
to map X to �y. Typically, this model is used for prediction
purpose, not for interpretation purpose. To interpret the result
of learning, one can either rank features based on the model
or extract some rules directly from the data. Moreover, se-
lecting important features and samples can be employed as a
preprocessing step to reduce the size of dataset and facilitate
the subsequent analysis step such as rule extraction.

In machine learning, two types of rule extraction paradigms
exist. When multiple classes are present in the data, rule induc-
tion is applied. Some best known rule induction algorithms are
the CN2 [23] and its extension the CN4 algorithm [24]. For ex-
ample, in a recent work [25] the authors propose using rule in-
duction for analyzing unexpected silicon behavior divided into
classes. When data are given without classification (without�y),
association rule mining is applied. To handle continuous fea-
ture values, the quantitative association rule mining approach
[26] is among the first methods proposed. Recently, a special
rule extraction technique was proposed [27] to handle the cases
where there are two classes of samples, and one class has only
one sample and the other class contains the rest of the samples.

In most of the diagnosis scenarios addressed by the proposed
work, data are divided into classes. Hence, the CN2/CN4 al-
gorithms or special rule extraction technique [27] can be used.
Association rule mining may be applied when only one type
of data is available, for example only failing data are available.
Note that the quality of rules extracted based on two classes of
data is usually higher than those with one class. In other words,
it is easier to diagnose by comparing information in two classes
of data than by using only one class of data.

Unsupervised learning is applied when analysis is carried
out on one class of data. For example, the one-class SVM
algorithm [20] has shown great promise in outlier analysis
[28]. In diagnosis, outlier analysis might be applied as a pre-
processing step to divide samples into classes (outliers and the
rest of the population) if the data is given without pre-labeled
classes. One-class SVM has been applied in another context
that is closely related to diagnosis — to implement similarity
search [29]. Suppose that the objective of diagnosis is to find
fixes. Suppose we are given a number of speed paths as bad
examples. The goal is to find other paths to improve based on
what we learn from the speed paths. This can be formulated
as a similarity search problem. The work in [29] applies one-
class SVM to build a model for the speed paths. Then, this
model is used to scan all other paths to find similar paths for
improvement. Recently, a more sophisticated similarity search
approach was proposed and applied to the speed path analysis
problem using industrial data [30].

V. APPLICATION SCENARIOS AND CONSIDERATIONS

The proposed diagnosis framework has been applied in two
scenarios in practice. The first scenario is speed path analysis
and the second scenario is calibration of a timing analysis flow.

In high performance design, speed paths are paths that limit
the performance of a chip. Speed paths are typically identified
using silicon samples. After these paths are found, one desires
to understand what make these paths special. In such a diag-
nosis scenario, we are given with a small set of speed paths
and a large set of non-speed paths. Hence, the learning is by
comparing speed paths to non-speed paths.

In the second scenario, a large number of paths are mea-
sured with scan test patterns on a number of chips. The path
delays are compared to the delays predicted by timing analy-
sis. In each diagnosis task, some paths are selected to be the
”abnormal” paths. Note that this abnormality is defined by ref-
erencing to the timing analysis result. For example, some paths
are much more under-estimated than the rest of the paths. Note
that this problem formulation is different from the speed path
analysis scenario where timing analysis result is not used in
defining the speed paths.

In both scenarios, we are given two classes of paths, one
smaller set of paths deemed to be special and the other larger
set of paths deemed to be the normal population. The goal is
to uncover the reasons behind the special paths.

The first important consideration is to decide if there are
commonalities among the special paths. If each special path
is unique in its nature, one may want to diagnose each special
path individually. In this case, the approach proposed in [27]
is more suitable. If one desires to find common reasons behind
multiple paths, then it can be treated as a two-class problem
and a rule induction approach such as [23][24] can be applied.

The second important consideration is to define the set of
features. In practice, this is not a trivial step. In the ideal sit-
uation, one would like to throw in as many different features
as possible and let the diagnosis framework to figure out what
features are relevant and what feature are not. In reality, fea-
tures may be hierarchical and diagnosis is applied iteratively.
For example, one may begin with a rough set of features cov-
ering cells and wires. If the diagnosis result indicates that the
problem is largely due to wires, then in the next round, more
detailed layout features describing the wires may be used. The
hierarchical approach allows user to focus diagnosis at the ab-
straction level of his/her interest. This is particularly useful for
interpretation of the diagnosis result in practice.

The third important consideration is in the validation of di-
agnosis result. Suppose the result is given as a set of rules.
Typically, the learning framework is capable of giving a con-
fidence measure on each rule it reports. However, one usually
would like to validate such rules before treating them as design
fixes. The validation process could be manual, for example by
consulting with the designer. The validation could be simula-
tion based, for example by applying the rules in a hypothetical
simulation environment to test their impact.

The last important consideration is how to apply the diag-
nosis result as design fixes. For example, if a rule says that
using a particular cell too many times along a clock path could
cause a problem, then one needs to decide what action to take
to fix the design. From the application point of view, one also
needs to decide how specific a rule is, i.e. whether it is general
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enough for other designs and/or technology nodes to adopt or
it is specific to the design and/or technology node only.

VI. CONCLUSION

This paper summarizes a data learning based diagnosis
paradigm that we call transduction diagnosis for differentiating
it from traditional root causing approach. In transduction diag-
nosis, design fixes are learned directly from data without going
through the expensive root causing steps. These fixes can be
in the form of a feature rank or feature-based rules, in terms
of features characterizing the design databases. We discuss
various learning algorithms that can be used to implement var-
ious functions in a transduction diagnosis framework and also
discuss practical considerations when applying such a frame-
work in different scenarios. The proposed framework is still in
its early development phase. More industrial experiments are
required to evaluate its effectiveness in practice. Additional
tools are under development to facilitate the integration of the
framework into existing design, test, and diagnosis flows.
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