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Abstract — In this paper, we propose a method forxdracting
the spectral information of a multi-gigahertz jittery signal. This
method may utilize existing on-chip single-shot péod
measurement techniques to measure the multi-gigaher signal
periods for spectral analysis. This method does hoequire an
external sampling clock, nor any additional measunment
beyond existing techniques. Experimental resultshew that this
analysis method can accurately estimate the amounand
frequencies of periodic and random jitter of a muli-gigahertz
signal.

|. INTRODUCTION

the jitter characteristic with a double-delta povwdemsity
function (PDF) is inaccurate in estimating deteiistio and
random jitters, and hence, the performance of §stem.
Intuitively, double-delta PDF would be the convabat of a
sinusoidal function with a random Gaussian-distidyu
function (will be shown later in Figure 1).

The method reported in [10] could perform jitteestal
analysis on high-speed signals. The principléhf imethod
is to reconstruct a predetermined test pattern disequence
of 0's and 1's) and perform spectral analysis onHirst the

With marketinggimmicks pushing for higher processortest pattern is repeatedly transmitted, and meltijpiing

speed and industry demanding faster and more ieliatineasurements are taken from the first edge totter edges
electronic communications, one important engingetask is  of the test pattern. Thus, each pattern edge hisiag

to ensure that all the signals arrive at theiridasibn at the distribution to indicate its occurrence with respecthe first
appropriate time. edge. Then, the test pattern is reconstructeddbasethe

The demand for greater speed has pushed the pmoceégning distribution of each pattern edge, and spéetnalysis
operating frequency to the Radio Frequency (RR)ngithe can b? performed on -the reconstructed patterrll. .
multi-gigahertz range and edging upward. Systems This mgthod requires measurement covering a vede wi
performance limited by parallel-bus data transfexs h range of timing intervals (ranging from the pattemallest
motivated engineers to look for alternative expéhela period to its entire length). This requirement nigy too

communication architecture, including multi-gigaheserial
communication architectures (e.g. Infiniband, 3GBONET,

intricate for implementing a single, on-chip timiimgerval
measurement unit. Therefore, multiple timing-measment

SATA). Video-in-demand and other information-hungryunits with different resolutions may be requirecttwer such

applications have also propelled networks into @igabit
Ethernet area.
gigahertz range, and to achieve reliable operdiorthese
systems requires substantial understanding of gnjitter
characteristics [1].

Jitter is the deviation of a signal event from iiteal
position. Jitter affects different systems in diéfet ways, and
it can be introduced by every circuit element uged
generate, convey or receive signals. Understanttiagype
and amount of jitter introduced by each elemera sf/stem
is crucial for predicting overall system performanc For
example, some systems can tolerate long-term drifa
signal frequency, whereas the same drift would
catastrophic if it occurred within two successiyeles.

However, most existing jitter analysis techniquessen
centered upon histogram-based analysis (includatg-dye
diagram analysis) [2,3,4,5,6]. Histogram-based lyaiga
conceals the jitter spectral information and thwesdnot
reflect well on performance of systems which rgaddapt to
some degree of drift in the signal frequency withimiven
period (for example a pair of serial
transceivers).

The Ag method proposed irY] could extract the peak-to-

peak amplitude and RMS of a sinusoid jitter in &KX6iz

be Today,

communicatio

a wide range of timing measurements. A large amofin

All these systems operate in théti-mumemory space is also required for storing the tmin

distribution of large numbers of test pattern edgBgcause
of these requirements (multiple timing measuremamts

and large memory space), this method could only be

implemented only by using external equipment. Mueg,
this method may not accurately extract the sigritbér|
spectrum, as the frequency of sinusoidal jitter may be a
multiple of the repeating frequency of the re-comstd test
pattern. For such cases, this method would natectly
capture the periodicity of the jitter during thec@nstruction
process of the test pattern.

most schemes would require sampling and
measurement mechanisms to perform an accurateralpect
analysis. Our proposed jitter spectral analysihrigue
requires only the measurement mechanism, whichdcbal
implemented using existing single-shot period messent
techniques. Instead of generating a repetitiviegatern, the
proposed technique only requires the transmissibithe
signal’s smallest period (i.e. a sequence of aarg 1's and
's “101010..."). The transmission of this sequeattews

he technique to extract the random and periodjitr

spectrum information without interference from reingle
period transmission (commonly known as the dataddent
jitter). Hence, the timing measurement range requent is

clock Signal USing external ATE. Thl}!p method has been 0n|y as |arge as the peak-to_peak amp”tude ofl itt[er,

extended [8] to perform jitter spectral analysisaoAOGHz
clock using frequency division. Both methods depem
external equipment and external reference clockengure
accuracy. However, the jitter characteristics sfgmal may
be more complex than a sinusoid. As stated ing8§uming

which is much smaller than the requirement of gehihique
reported in [10]. In addition, the proposed techmigloes not
require any reference clock to trigger the samplifighe
periods. These features make the proposed teahraqu
viable on-chip solution for spectral analysis @il jitter.



This paper is organized with the next section gjvimief
descriptions of types of jitters and explaining htivey are
represented in a general form. The general sistyb¢-period
measurement techniques will also be briefly desdrilin
Section 2. Section 3 presents the overview of thayais
technique and explains how the signal period sargpinay
be implemented using existing single-shot
measurement techniques. Section 4 will presenttaildthe
principle of the spectral analysis technique whséetion 5
presents the experimental setup and results showhing
accuracy of the proposed analysis. We concludedtion 6,
with discussion of the potential uses of this téghe.

Il. B ACKGROUND
A. Jitter and its Representation

In an electronic system, jitter can be generalassified
into two categories — (1) non-deterministic/randdter, and
(2) deterministic jitter [3,4,5,6,9]. Non-deternstic jitter is

the distribution diagram on the right could notibiig reflect
the three sinusoidal jitter components in the digitaappears
more like a Gaussian distribution whose standandatien,

o, is larger than the random Gaussian process irsigmal.
The histogram analysis may not be the best choire f
determining the performance of a system whose cteistic

periodould endure the slow frequency drift caused by ttiree

sinusoidal jitters. Hence, it is important to egtréghe signal
jitter in the general form before making any cosole
system performance analysis [1].

B. Sngle-shot Period Measurement

This section presents the overview of the exissimgle-
shot period measurement techniques that may
implemented in the spectral analysis techniquehasTime
Measuring Unit (TMU). Generally, these techniquas be
classified into two categories: (1) the Vernier &elLine
(VDL) and (2) the dual slope techniques [11, 12].

The VDL category includes the Time-to-Digital

be

best characterized by a random process with Gaussigynverters [13, 14], the Component Invariant VDB [16],

probability density function (PDF). Many factorentribute
to the deterministic jitter (for example, periodind data-
dependent jitters).
deterministic jitter with a general process commarded to
describe deterministic analog signal — the sumirafsoidal
signals with different amplitudes and frequencie$adiows:

fp = a sin(wt) (1)
=

and the multiple oscillators with different frequéss [17, 18,
19, 20]. All these VDL techniques revolve arourtte t

However, we could represent th/erpier principle that has been used in the Veraidiber for

measuring distance [21]. The Vernier principldased on
the principle that two events begin at two différpnints as
shown in Figure 3. The first event would begincibsint at a
fixed intervalP;. The second event would begin its count at
a smaller fixed intervaP,. Both counts would reach a
coincident point, which stops the counts. Thusheavent

wheren is the number of sinusoidal functions found in thgenerates a product of its respective coGuunt, and

deterministic processa; andcy are thei™ sinusoidal jitter's
peak and frequency, respectively.

Period (seconds)

Number of instances
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ATimé (se::ond;) !
Figure 1 Signal periods with a sinusoidal and aloam jitter.

It is important to represent jitter in a generahfipsince it
has been shown in [9] that the previous jitter ritigtion
assumption does not reflect well in actual testifggure 1
shows the period transient plot (left) of a sigwhlose jitter
characteristic is the sum of a sinusoidal procesisserandom
Gaussian distribution process. The signal periatridution
is shown on the right diagram of Figure 1. Notattthe
distribution diagram
distribution function mentioned in [9].
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Figure 2 Signal Periods with three sinusoidal jitand a random jitter.
Figure 2 shows the periods and its distributioa sfgnal

reflects that of a double delt

interval P,. The distance between the two events can be
determined by the difference of the two productslegicted
in Figure 3.

Pl

Event 1

Count,
Count,

Event 2 i
el

Difference = CouniP, — CounixP,
Figure 3 An example of the Vernier principle
Among these VDL techniques, some have claimed

accuracy measured in sub-picoseconds. Thus, weutilag

the existing single-shot period measurement techasiqto
realize our Time Measuring Unit (TMU) to performrioel
measurement on multi-gigahertz signal for our psego
technique on jitter spectral analysis.

P, L .
Coincident Point

Ill. O VERVIEW OF PROPOSED TECHNIQUE
]

Period Estimation:
Estimate the signal perioj
occurring at each
periodical time interval.

v ]

Sample Time Estimation: FFT:

Estimate the sampled tinjel [ Perform FFT on the list of

occurs at each measured periodically estimated
signal period. signal period.

L | [

Figure 4 Simplified Technique flow overview
To extract any signal spectral information, thenalg
amplitude needs to be periodically sampled overivang

Collect a list of Period
measurements at evexy
count of signal Periods

%

Sine Jitter Extraction:
Extracting the sinusoida|
jitter in the spectrum.

whose jitter function is the sum of a random Garssi time. It is no exception for spectral analysistba signal’s

distribution process and three sinusoid proces$éste that

jitter. However, one great challenge is to sanmeleéods of a



multi-gigahertz signal absolute periodic intervals. A jitter- number. In this way, the counter can be implenteogngn
free sampling clock signal would be required tgger the clock dividers, which are much simpler and coseetffe
TMU to perform period measurement. than implementing an arbitrary counter operating ttas

A. Principle of the Technique multi-gigahertz range. With the sampling of thgnsil period
at an interval oN periods resolved, the key remaining issue

Figure 4. The technique does not require a sagygliack for the deployment of the technique is the impletaigon of

. . . .. the TMU.
signal to perform spectral analysis on the sigriaktead, it } ) ] ]
collects a list of signal periods by measuring eamnal  Since the TMU may require some time to determiree th
period width on everj count of signal periods as elaboratecdignal period measurement, the count vailis selected so
in Figure 5. With each sampled period value, #ehnique that the time tgken to complete the count shouldohger
has a simpleSample Time Estimation procedure to estimate than the required time for the TMU to perform the
the time T, at which each period is sampled. With thigneasurement.
procedure, every sampled period can be associatbdaw

An overview of the proposed technique is illustiate

estimated sampling timB, as shown in Figure 5. IV. T HE SPECTRAL ANALYSIS TECHNIQUE
i _Ncount N count :
Sample # 1o P A 3. ' ' Sample Time Estimation: Blackman Harris
Time: 0 A T (Crllieai e 15 el Feited Estimate the sampled tin}d Window & FFT:
Jittery signal to be analyzed measurements at eveiy occurs at each measurad | Perform FFT on the list of
. by = count of signal Periods signal period. periodically estimated
o Sampled Pe[[qgis ; signal period.
& 2 i l
< i = ’ Apply the list of measure Period Estimation: : : -
'g Sa%pn;ng § Epl periods to a numerical Estimate the signal perio| :;?rzg;;:]i;rlﬁzlrs?r?ﬂggiﬂa
g E,Sr‘c')':gﬁre g » New e§timated sampling time L= per?ocdcil::;rllr:i?n aet ii?grr\]/aL jitter in the spectrum.
o Ly o H H
1 2 3 0 T, T, t , . .
Figure 5 Estimate the sampled time of each meafeeidd Figure 8 Detailed technique flow
This section presents the details of the spectralysis
1 Fixed time . . . .
} Signal to be analyze;\mev; bealTyy T o T, technique. The general form of signal jitter ipresented by
ime: o T T, : 1 v P . .
Jupuuigp ooy the sum of a Gaussian random process and multiple
g o, B T . i 105 sinusoidal processes as follows:
K N k) EP,J EP S /
£ P, E:en;_d £ ) <P;\ Estimate n
' ELLOTEE g k@ Sasi) @
2 Estimated samplingtime —— | £ Erenneo ¢ sig random = 1
& 0 Tl T2 t' & 0 -El TP2 TP3 T . = . .
Figure 6 Estimate the signal periods at periodietinterval Because of the high frequency signals introducedhby

Gaussian random process, tlBample Time Estimation
procedure becomes inaccurate. Hence, we appliisthef
sampled periods to a numerical Low-Pass Filter §|.RS
part of the technique flow shown in Figure 8, tmowe the
high-frequency signal jitter from the list. Thenbsvidth of
can be easily accomplished through interpolatiomgushe the LP.F must be Iqrger than the .hlghest frequerjo;h
Period Estimation procedure as shown in Figure 6. s!nuso!dal jitters. This requirement is to avombatlatlon of
. .. sinusoidal jitters whose frequency is higher thha tPF
_ For simplicity, a random jitter component was nOyanqgwidth if the latter is not chosen properly. ne some
included in Figure 5 and Figure 6. After generangst of | q\iedge of the deterministic jitter frequencygimprove
estimated signal periods at periodic intervals, tienique o accuracy of the extracted jitter spectrum iméation.
performs Fast Fourier Transformation (FFT) on tisé to . N
extract any sinusoidal/periodic jitter that mayfbend in the A. Sample Time Estimation Procedure
signal. The details of each algorithm utilizedtie spectral The Sample Time Estimation procedure assumes that the
analysis technique will be presented in Section IV. Iengti(]s of thg N-1) Sigl?al periods db%twleen the two Isampled
; ; ; periodsP; andP,, can be estimated by linear interpolation as
B.. Implementation of Signal Period Sampling depicted in Figure 9. Because the sampling ofasigeriods
Sinm;gﬁ beriod is based on signal periods cousitrather than on absolute
Measurement || timing, the:\ sampling tim@, of the current perio@z,_ will be
Signalto b Technique - To data base for the sampling timd; of the previous sampled periéd plus
analyze Rasuringnext oot processing the sum of the lengths of all periods that occuwben P
and P, as depicted in Figure 9. Hence, the current sagpl
time T, can be expressed in terms of the cdurthe previous

sampling timeT,;, the current sampled period Wide,

The next procedure is to estimate the width ofsiigaal
period that occurs at periodic time intervajsto analyze the
jitter spectrum. Since we have generated a lishehsured
signal periods with their respective time incidencg,
estimating a list of signal periods that occur géigally atP,

Edge
Detector

Figure 7 Block diagram for the technique impleménta

In order to measure the signal period at edégpunt, the
implementation would require some kind of countetrigger
the TMU. Figure 7 shows how the Samp"ng of Sign%nd previous Sampled periwp , as follows:
periods may be implemented. However, implementing n
counter operating at the multi-gigahertz range wdd very W, (N +:]_)+WP (N-l)
challenging. T, = T,+—= n (3)

In order to ease the counter implementation, wejesty 2

the countN to be equal to"2 wheren is any positive integer This equation could estimate the sampl_mg time anfne
sampled periodP,, thus allowing us to approximate the signal




periods that occur periodically using tReriod Estimation
procedure.

A P,
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Figure 9 Sample time estimation
B. Period Estimation Procedure
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Figure 10 Estimating signal periods at periodigtim

With the same assumption mentioned in the previo

section, we could use linear interpolation to estemthe
signal periods that occur at periodic times showrfFigure

10. The widthWEPl of the estimated signal perid@P;, can
be determined using following equation:
W, -W,
Wy =W, + (T, - T, 22
T,-T,
whereTp, is the periodic time whickP; occurs, whileT;

(4)

window [23] to reduce the frequency leakage. Figld
shows a sinusoidal signal shaped by the window's
coefficients. Note that signal shaping reduces dtiginal
signal power by a factor equivalent to the meanttaf
coefficients’ square. Hence, the spectrum powepisected

by the same factor after the FFT is performed

ALnlal ﬁequenu value
Estimated frequency:
S, Pwr,

\;. § ; Jor = ; Pw;;, g

%1 Total powers
s 6

= Z Pur;
P

1 .
Range of ﬁlequency bins
consfdered

398 14 .08 an 418

Figure 12 Estimation of the sinusoid jitter freqogn

One other effect of any window technique is the
spreading of signal power to its side bins. Hengben
computing the frequency and the peak of the simlagoi
jitters, a range of frequency bins adjacent topghaks must
be considered. Figure 12 shows one of the sinyseaks
found in the spectrum. The sinusoidal jitter topaiwer
Pwr,x can be computed as the sum of power in the
predetermined frequency range as shown in Figure T
sinusoid jitter frequencyey can be computed as the sum of
weighted frequencies considered in the frequency range
shown in one of the Figure 12 equations. Eachufeqy
within the range is weighted by its associate power
normalized to the previously computed total power.b

lB. Random Jitter Extraction

The random jitter variance is equivalent to thaltobise
power present in the signal period spectrum. Siheesignal
periods were LPF’ed before tf8ampling Time Estimation
procedure, the high-frequency noise power is attitl In
order to restore a flat noise spectrum, the fitteperiod
spectrum is reshaped by timwerse transfer function of LPF.
Both the filtered and the reshaped spectrums avershn
Figure 13. Because of the unstable inverse tramsfietion,
the reshaped spectrum has very large high-frequpoesgr.

andT, are the immediate-adjacent sampling times estiinatéience, only the flat frequency rande could be used to

in the previous Sampling Time Estimation procedure.

estimate the total noise powBfs 1o @s shown in Figure 13.

W, and W, are the widths of the immediate-adjacenPise a iS the total noise power in the frequency ramge

sampled perlodPl and P, respectively. The output of this =~

procedure is a list of estimated signal periodsickviis then
used for FFT to extract the peaks and frequenciethe
sinusoidal jitters.

C. Snusoidal Jitter Extraction

1+ BMHpower = mean(BMHcoef?);
oo Actual power =1;
o Correcting factor = I/BMHpower

L Signal shaped with |
Blackman Harris |
window

Blackman Harris
coefficients |

Figt‘.J‘re 11 gignal shaped i:)y Blackman-harris window
To reduce the frequency leakage effect when perfgrm
FFT on finite samples, some window techniques wddd
required [22]. We use the minimum 4-term Blackrhanris

whereasB is the total frequency range.

The filtered periods spectrum reshaped with inverse filter transfer function

The noise population used for random jitter estimation

The filtered pel 10ds specmun

e . y .
1
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-280 P \ ] !
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Figure 13 Shaping period spectrum with inverseifiltansfer functlon

V. EXPERIMENT SETUP AND RESULT

An experiment was set up in the MATLAB simulatian t
validate the spectral extraction technique. As showFigure
14, a 3G Hz signal is generated with a jitter cttamdstic
whose function is the sum of three sinusoidal psses and a
random Gaussian distribution process. Sum of sidak
processes peaks is 0.1 Unit Interval (Ul — equivate the



signal period). The random process has a starttadidtion
of Ul/(2*14.069). The sinusoidal frequencies aréhe 100K
Hz frequency range, and their maximum is 500K Hzhe

VI. CONCLUSION

Any spectral analysis scheme requires accurate lsgmp
and measurement mechanisms to achieve accuratesreksu

countN is set to 128 making the periods’ average samplingjs paper, we propose a signal period spectrafetion

frequency equivalent to 23.4M Hz (3G/128 Hz).
sampling frequency allows the technique to extrany
sinusoidal jitter with frequency below 11.7M Hz.ig&re 15
shows the transient plot of the signal periodsraftenpling
at every 128-period count.

Jitter Spectral Extraction

N | | |
128

[ 128 128 |

il
]
‘\ \y W ./
hl H M ;W |

M%ﬂmple i
Figure 15 Sampled periods

3GHz Signd|
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Jitter char:
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and a random jitter
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«Sampling Time Estimatiol
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*Random Jitter Extraction
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Table 1 Experiment results

Sample Avg. Freq 3c Freq Avg. Peak 30 Peak Avg.Rand Std 3¢ Rand

Length Err (%) Err (%)  Err (%) Err (%) Err (%) Std Err (%)
2t 0.02 1.28 0.88 17.2 -6.97 7.9
212 0.01 055 082 118 -6.59 6.93
2 .0.004 0.27 047 9.2 -6.88 4.98
2% .0.003 0.16 -0.33 5.6 -6.37 3.79
2 .0.001 0.08 -0.14 3.7 -6.08 2.22
2 0.002 0.07 -0.33 3.2 5.91 1.79
27 0001 005 -038 24 5.57 1.38

The experiment was conducted using seven different

sample lengths shown in the first column of Tahle Hor
each sample length, the experiment was condudteshdred
times to assess the technique’s accuracy. Thedembumn
indicates the technique’s average estimation efworthe
three sinusoidal process frequencies corresponditiee first
column’s sample length.
technique’s three-sigma 3s estimation error for dimeisoid
frequencies. Likewise, the fourth column showséaherage
estimation for the sinusoidal process peaks, wthite fifth
column shows the technique’s 3s estimation errortie
sinusoid peaks. The sixth column shows the avezege for
estimating the random process standard deviatidiereas
the seventh column indicates the technique’s 3snaton
error for the random process standard deviations oAe
might expect, the larger sample length yields snall
deviation in the technique estimation, and henddeaes
higher estimation accuracy.

The third column shows the;

Th'?echmque that does not require an ideal sampliogkcthus

it obviates the need for an ideal sampling mechmanis
Although the technique still relies on the periodasurement
circuitry to measure the signal periods, any uneujitter
introduced by that circuitry could also be extrdctsy the
proposed technique during its calibration phaseuchS
unwanted jitter can then be removed from the etérhc
spectrum of the signal periods, thus further inseeghe
technique’s accuracy. Combining with an on-chipgke-
shot period measurement technique, this techniquéd doe
implemented for on-chip period/jitter spectral asa.
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